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I nstructions to the cageidatées;:

1) Answer @l or Q:2, Q.3 or Q4.

2) Neat diagramsmust be drawn wherever necessary.

3) Figures tothe right side indicate full marks.

4) Assumeisuitable data if necessary.

Q1) @ Show how machine learning differs fromdraditional programming.
Elaborate with suitable diagram. [6]

b) Explain K-fold CrossValidationtechniquewith suitableexample.  [5]
c) What is Dataset? Differenticie between Training dataset and Testing

dataset. [4]

OR
Q2) @ Compare Supervised,JUnstpervised and Semi-supervised Learning with
examples. [6]
b) What isthe need of dimensionality reduction? Explain subset selection
method. to]
c) What isfeature? Explain types of feature selection technique. [4]

Q3) @ Consider the following three-class confusion myatrix: ‘Calculate
Per-Class-Precision, Per-Class-Recall, weightegdaverage precision,

weighted averagerecall and accuracy. [6]
Predicted Values
A B C
A 45 10 05
Actual Values B 03 30 o7
C 06 oA 40
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b) Explain One-Vs-One construction method of multiclass classifier with
suitableexample. [9]

c) Explainlinear Support vector machinewith suitable diagram. [4]
OR

Q4) & Whatismulticlass€lassitication? Explain One-Vs-Rest and One-vs-One
multiclass classifier construction method with suitable example. [6]

b) Write ashiort hoteon : [5]
Various SV M Kernd functions used to handle non-linear data.
c) Detingthefellowingterms: [4]

1)  Agdeuracy.

i) _LPrecision.
i) Recdl.
Iv) Fl-score.
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